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a  b  s  t  r  a  c  t

In  recent  years,  the fourth  industrial  revolution  has attracted  attention  worldwide.  Several  concepts  were
born in  conjunction  with  this  new  revolution,  such  as  predictive  maintenance.  This  study  aims  to inves-
tigate  academic  advances  in  failure  prediction.  The  prediction  of  failures  takes  into  account  concepts  as  a
predictive  maintenance  decision  support  system  and  a design  support  system.  We  focus  on frameworks
that  use  machine  learning  and  reasoning  for  predictive  maintenance  in  Industry  4.0.  More  specifically,  we
consider the challenges  in the  application  of  machine  learning  techniques  and  ontologies  in  the  context
of  predictive  maintenance.  We  conduct  a systematic  review  of  the literature  (SLR)  to analyze  academic
articles  that  were  published  online  from  2015  until  the  beginning  of  June  2020.  The  screening  process
resulted  in  a final  population  of 38  studies  of  a total  of  562  analyzed.  We  removed  papers  not  directly
related  to predictive  maintenance,  machine  learning,  as  well  as researches  classified  as  surveys  or  reviews.
ntology We discuss  the  proposals  and  results  of these  papers,  considering  three  research  questions.  This  article
contributes  to the  field  of  predictive  maintenance  to  highlight  the  challenges  faced  in the  area,  both  for
implementation  and  use-case.  We  conclude  by  pointing  out  that  predictive  maintenance  is a  hot  topic  in
the context  of  Industry  4.0  but with  several  challenges  to be better  investigated  in the area  of  machine
learning  and  the application  of reasoning.

©  2020  Elsevier  B.V.  All  rights  reserved.
ontents

1. Introduction  .  . . . .  . . . . .  .  . . . .  . . .  . . . .  . . . .  . . .  . . . . . .  .  . . .  .  .  . .  .  .  . .  .  . . .  . . .  .  . . .  . . . . .  . . . . . .  . .  .  . . . .  . . . . . . .  .  . . . . . . .  . . . . . . .  .  . . . . . .  . . .  . . . . . . . . . .  .  .  . .  . .  .  . . .  . . . . . .  . . . . .  . . . 2
2.  Business  challenges  involving  PdM  in  Industry  4.0 . .  . . . .  . . .  . . . . . . .  .  . .  . . . . .  . . . . . .  .  . . . . . . . .  . . . . .  .  . .  . . .  . . .  . . . .  .  . .  . . . . . . . . . . . .  . . .  .  .  . .  . . . .  . . . . . .  . . .  . . . . .  .  .  .  . .2
3.  Research  methodology  . .  . . . .  . . .  .  . . .  .  . . .  .  . .  . . . . . . . . . . . .  . . . .  . . .  . . . . . . .  .  . . . . . . .  . . . . . .  .  .  . . .  . . .  .  . . .  . . . . .  . . . . . . . .  . .  . . .  .  .  . . . . . .  .  .  .  . . . .  .  . . . . .  . . . .  .  . .  . .  .  .  .  . .  .  .  .  .  . . 3

3.1.  Research  questions  . . .  .  . . .  .  . . .  .  . . .  .  . . .  . . . .  . . . .  . . .  .  . . . . . .  . . . . .  . .  .  . . . . . . .  . . . . . . .  . . .  . .  . . .  . .  . . . . . .  . .  .  . . .  .  .  . . . . .  . .  . . .  . . .  . . . .  .  . . .  . .  .  . . .  .  . . . . .  .  . . .  .  .  .  .  . .  .  4
3.2.  Search  process  . . .  .  . . . . . . . . . .  . . .  .  . . .  .  . . .  . . . . . . . . . . .  . . . .  . . .  . . . .  . . . .  . . .  .  . . . .  . . . . .  .  . . .  .  . . . .  .  . . . . . .  .  . . . . . .  .  . . . .  . . .  . . . .  . . .  . . .  .  .  .  . . . .  . . . . . .  . . .  .  .  .  .  . .  .  .  . .  .  4
3.3.  Papers  selection  process  .  .  . . .  .  . . .  .  . . . . . . . . . . .  . . . .  . . .  . . . . . . .  .  . . . . . .  .  . . . . . .  . . . . . . .  .  .  . . .  . . . . .  . . .  . .  .  . . .  .  . . .  .  .  .  . . . . .  .  .  .  . . .  .  .  . . . . .  . . . .  .  . .  . .  .  .  . . . . . . .  . . . .  5
3.4.  Quality  assessment  .  . . . . . . .  . . . .  . . .  . . .  . . . . .  .  . . .  .  . .  .  . . . . . .  .  . . . . . .  . . . . . . .  . . . . . . . .  .  .  .  . .  .  . . . .  . . . . . . . . . . . . . .  .  . . . .  . .  .  .  .  . .  .  . . . .  . .  .  .  . . . . . .  . .  . .  . .  .  .  .  .  .  . . . . .  . 5

4.  Search  results .  . . .  .  .  .  .  . . .  .  . . .  .  . . . . . . . . . .  . . . .  . . .  .  . . .  .  .  . .  .  .  . .  .  . .  . . . .  .  . . .  . .  . . . . .  .  . .  .  . .  . . .  . . . . . . .  . .  . . . . .  .  . . . . . . .  .  . . . . .  .  . . . .  . . .  .  .  . . . . .  .  . . . .  .  .  .  .  . .  .  . . . .  . . .  . . .  . . .  .5

4.1.  Exclusion  of  papers  from  the  initial  corpora  . . . .  . . . . . . .  . . . . .  . . .  . . . .  .  . .  . . . . . .  .  . . . . . .  . . . . . . . .  . . .  .  .  . . . . .  . .  . . .  . .  .  . . . . .  . .  .  .  .  .  .  .  . . .  . . . . . . .  . . .  .  . .  .  . .  . . .  .  5
4.2.  Performing  the  quality  assessment  to  select  relevant  papers  . . . . . . .  . . . . . .  . . .  . . . .  .  . . . . . . .  .  . . . . . .  .  .  . .  . . . . .  . . .  . . . . .  . . . .  .  .  . . . .  .  . . . . .  . .  .  .  .  .  . . .  .  .  .  .  . . 7

5.  Answer  to the  research  questions  and  discussion  . .  .  . .  .  . . . . . . .  . . . . . . .  .  . . . . . .  .  . .  . . . .  . .  . . . . . . .  .  . . . .  .  . . .  . . . . . . .  . . . . . . .  .  . . . . . .  .  . . .  . . . . . . . . . .  . . .  . .  .  . . .  .  .  . .  .  . . 7
5.1.  What  are  the challenges  and  open  questions  regarding  machine  learning  and  reasoning  for predictive  maintenance  in  Industry  4.0?  . .  . . .  . 7

∗ Corresponding author.
E-mail addresses: jovanidalzochio@edu.unisinos.br (J. Dalzochio),

afaelkunst@unisinos.br (R. Kunst), edison.pignaton@ufrgs.br (E. Pignaton),
lecio.binotto@ibm.com (A. Binotto), srijnan.sanyal1@ibm.com (S. Sanyal),
favilla@us.ibm.com (J. Favilla), barbosa@unisinos.br (J. Barbosa).

ttps://doi.org/10.1016/j.compind.2020.103298
166-3615/© 2020 Elsevier B.V. All rights reserved.

https://doi.org/10.1016/j.compind.2020.103298
http://www.sciencedirect.com/science/journal/01663615
http://www.elsevier.com/locate/compind
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compind.2020.103298&domain=pdf
mailto:jovanidalzochio@edu.unisinos.br
mailto:rafaelkunst@unisinos.br
mailto:edison.pignaton@ufrgs.br
mailto:alecio.binotto@ibm.com
mailto:srijnan.sanyal1@ibm.com
mailto:jfavilla@us.ibm.com
mailto:barbosa@unisinos.br
https://doi.org/10.1016/j.compind.2020.103298


2 J. Dalzochio, R. Kunst, E. Pignaton et al. / Computers in Industry 123 (2020) 103298

5.2.  Which  machine  learning  techniques  are  usually  in  the context  of  predictive  maintenance?  . .  .  . .  .  . . . . .  . .  . . . . . .  .  .  . . .  .  .  .  . .  . . . . . .  . . . .  .  . .  .  . .  . . .  . 10
5.3. What  are  the  contexts  in  the  use  of ontology  in  predictive  maintenance?  . . . .  . . . . . .  .  . . .  .  . . . . .  . . .  . . . . .  . . . . .  .  . .  .  . . . . .  .  .  . . . .  .  . . . . .  . .  . .  . .  .  .  .  .  .  . .  . 12

6.  Conclusion  .  . .  .  . . . .  . . . .  .  . . .  .  .  . . .  . . .  .  . .  . . . . . . .  .  . . .  .  . . .  . . . .  . . . .  . . . . . .  .  . . . . .  .  . . . . . . . . .  . . .  . .  .  . . . . .  . .  . . . . .  . . .  . .  . . . . . .  . . .  . . . .  .  . .  . . .  .  . . . . . . . . . .  .  .  .  .  . . .  . . .  . . . . .  . . 13
References  .  .  . . .  . .  . .  .  .  . . . .  . . . .  . . . . . . .  . . .  .  . . .  .  . . .  . . . . .  . . . . . . .  .  . . . . . .  .  . . . . . .  .  . . . . .  . .  . . . . .  . . . .  . . . .  . . .  . . .  . . .  .  .  . . .  . . . .  .  . . . . . . .  . . . . .  .  . . .  . . . . . .  .  . .  .  .  .  .  . . . .  . . .  . . . 13

1

o
S
c
o
[
m
n
l
[

p
l
A
t
a
r
S
a
i
a
P
i
p
p

b
c
i
u
c
t
(
o
a
t

i
w
t
i
d
r
o
t
m
s
[
[

d
r
a
f
m
a

. Introduction

Industry 4.0 introduces several changes to the original approach
f industrial automation. Internet of Things (IoT) and Cyberphysical
ystem (CPS) technologies play roles in this context introducing
ognitive automation and consequently implementing the concept
f intelligent production, leading to smart products and services
1]. This novel approach leads companies to face challenges of a

uch more dynamic environment. Many of these companies are
ot ready to deal with this new scenario where the existence of a

arge amount does not always collaborate to increase productivity
2].

This large amount of data derives from one of Industry 4.0
rinciples, which transforms traditional manufacturing into intel-

igent sensor-equipped factories where technology is ubiquitous.
n application of this concept regards the usage of data analytics

o design a Decision Support Systems that can be helpful to provide
 more efficient decision making, which can allow a faster failure
ecovery [3,4]. In Industry 4.0, originated from the Decision Support
ystem, we have the Design Support System that provides design
ssistance through the use of machine learning algorithms, propos-
ng, for example, new versions of products using characteristics of

 product [5]. Another example of a large amount of data use is
dM, where CPSs can provide self-awareness and self-maintenance

ntelligence, this approach allows the industry to predict product
erformance degradation, and autonomously manage and optimize
roduct service needs [6,7].

Applying predictive maintenance in production environments
rings several benefits and also involves overcoming several
hallenges. On one side, benefits of PdM include productivity
mprovement, reduction on system faults [8], minimization of
nplanned downtimes [9], increased efficiency in the use of finan-
ial and human resources [10], and the optimization in planning
he maintenance interventions [11]. The use of Machine Learning
ML) is capable of fulfilling the task of prognostics and prediction
f failures, for example, estimating the lifetime of a machine using

 large amount of data to train an ML  algorithm [12,9], in addition
o being used to diagnose failures [13,14].

On the other hand, overcoming challenges include the need to
ntegrate data from various sources and systems within a facility

hat is important to gather accurate information to create predic-
ion models [15–18,3,19–21]. Also, a large amount of data involved
n predictive maintenance and the need for real-time monitoring
emand dealing with latency, scalability, and network bandwidth-
elated issues [22,14,23]. Another important aspect regards the use
f artificial intelligence, rising other challenges like (I) obtaining
raining data [24,13]; (II) dealing with dynamic operating environ-

ents [24]; (III) selecting the ML  algorithm that better fits to a given
cenario [13]; and (IV) the necessity of context-aware information
25], such as operational conditions, and production environment
26].

To the best of our knowledge, no related work presents and
iscusses these challenges covering the use of machine learning,
easoning, ontology in the context of Industry 4.0, and proposing
 taxonomy in the same way we present in this paper. There-
ore, in this article, we apply a systematic literature review (SLR)

ethodology [27] to identify relevant frameworks, architectures,
nd tools in the area of predictive maintenance. Also, we  discuss
the challenges and investigate the main contributions in the field
of research over the last five years. We  chose five years to consider
the most recent publications in our SLR. Moreover, preliminary
searches in the databases returned only a few papers published
before the considered period. Our study obtained an initial cor-
pus of 562 publications that were filtered and classified into four
groups, considering the approach of each research: (I) integration
issues, (II) big data analysis, (III) machine learning approaches, and
(IV) reasoning and ontologies. We discuss the top-rated papers in
detail and use this corpus to answer four research questions that
help one to understand the state-of-the-art and the main challenges
of predictive maintenance.

The organization of the remainder of this article is as follows.
Section 2 discusses business aspects and the related challenges for
the implementation of PdM in Industry 4.0 scenarios. After, in Sec-
tion 3, we present and discuss the systematic literature review
methodology, including the definition of research questions, the
search process, the selection and filtering of papers from the initial
corpus, and the quality assessment of the papers. We  present the
results and discussions regarding the analysis of the initial corpus
in Section 4. We  answer the research questions in Section 5 and
present conclusions in Section 6.

2. Business challenges involving PdM in Industry 4.0

The previous industrial revolution focused mainly on improving
the physical manufacturing processes, expanding human power
with additional power sources (machinery, steam power), estab-
lishing a process for mass production through the introduction of
assembly lines, and introducing electronics and automation. The
4th industrial revolution, also known as Industry 4.0, focuses pri-
marily on creating a digital representation of the physical processes
to get better insights on what is going on with the physical pro-
cesses. For example, production equipment may have some early
signs that something is going wrong and that a breakdown may
happen soon. These signs may  be detected by predictive models
that indicate the deviation from normal operating conditions. So,
the digital model can provide early insights about the status of the
equipment, allowing the maintenance personnel to determine the
best time to repair it, moving from a reactive to planned repair.

Industry 4.0 has a very ambitious scope, aiming to create digi-
tal factories, i.e., a digital representation of the physical operations,
sometimes called cyber-physical models or digital twins. It aims
at integrating processes from the top floor to the shop floor and
from suppliers to the end clients, creating vertical and horizontal
integration across the value chain. Another goal is to reduce the
product design life cycle by creating a digital thread that integrates
key processes to design, build, operate, and maintain the equip-
ment. It is also relevant to establish a feedback loop from operation
to product engineering to create a piece of fully connected equip-
ment. The connected equipment, regardless of its location in the
factory, provides the basis for predictive maintenance. The main
idea is to collect a variety of on-line and off-line signals from the
equipment to feed models that can detect an early indication of an

anomaly or fault.

Fig. 1 presents an overview of a cyber-physical systems archi-
tecture designed to provide an early failure detection system. The
architecture is composed of two layers. The first one represents the
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Fig. 1. CPS architecture for main

hysical systems, where sensors monitor the behavior of machines
nd components. The data collected by these sensors can eventu-
lly pass through a pre-processing step before being stored in the
yber layer of the architecture. This layer is responsible for storing
ata to feed data mining techniques and ML  models training. The
hysical layer receives reports regarding the current condition of
he machine or component and is capable of providing prognosis-
elated information, such as the remaining useful life estimates.
esides, in the Cyber layer, there may  be a decision support system,
hich depending on the results generated by the data analysis, can

chedule future maintenance and suggest maintenance routes.
Before applying PdM, it is necessary to consider how critical

he equipment is in the context of its operation. For example, if
he collapse of the piece of equipment does not impact the plant
peration, a strategy can be to operate it to failure and fix it when
he failure occurs. On the other hand, a piece of equipment can be
ritical. In this case, a failure could lead to a significant impact on
lant operation. If that is the case, companies should consider using
redictive models that can provide an early indication of any poten-
ial anomaly. Some companies, however, use redundant equipment
hat operates in case of the primary hardware fails, allowing the
ompany to keep the operations running while it repairs the prob-
ematic unit. In this case, the critically is reduced by eliminating the
ingle point of failure.

Predictive models are usually data-driven models that require a
ariety of data streams provided by multiple real-time and offline
ources. Data also comes from Computerized Maintenance Man-
gement Systems (CMMS). Failure-related data is also necessary
o build and test the predictive models. As equipment becomes

ore reliable, one of the challenges data scientists face when cre-
ting these models is the lack of failure-related data. One approach
o overcome this challenge is to consider a cohort of similar
quipment and generate a meta-model that reflects the collective
earning from the gathering and then applies the meta-model to
he specific piece of equipment.
Predicting equipment failure is just one step in the traditional
rocess to perform maintenance. Fig. 2 describes several steps per-

ormed to fix a piece of equipment, whenever an anomaly or failure
ce and PdM (adapted from [3]).

is detected. First, the CMMS  system receives a repair request. Thus, a
technician assesses the anomaly to determine the critically and the
potential root causes. The next step consists on the elaboration of
a maintenance plan, considering pre-conditions, such as how long
one should wait to dissipate flammable gases in the environment,
or which are the step by step processes to diagnose it. The plan
also cares for post-conditions, including tests required to ensure
the resolution of the problem. Following the establishment of the
maintenance plan, the process continues by allocating an expert
technician, the required spare parts, and the tools needed to fix the
problem. This process usually involved several people and can be
quite labor-intensive.

One of the concepts of Industry 4.0 is that the cyber-physical
systems (or digital twins) can take actions and communicate with
each other, executing a given end-to-end process autonomously.
Fig. 3 illustrates an example of this process. Cognitive maintenance
is a cyber-physical system that combines a predictive model with
a cognitive system that can determine the severity of the anomaly
and the potential root causes. This cyber model automatically opens
a repair order in the CMMS  that feeds a scheduling model, which
aims to minimize the impact of the repair in the plant’s produc-
tion. Moreover, this model cares for the availability of qualified
maintenance technicians, tools, and spare parts. At the moment
of the repair, the cyber-physical system guides the maintenance
technician to execute the repair and automatically collects the
information required to update the CMMS  records. After the com-
pletion of the repair, this information feeds another cyber-physical
system that controls the status of the parts inventory, optimizing
the spare parts inventory for a given service level.

3. Research methodology

An SLR is an approach used to identify, evaluate, and interpret
the papers published in a given field of research. This approach

enables the identification of existing gaps and points out new
research opportunities [28]. In this article, we follow the SLR
approach proposed by Kitchenham et al. [27]. We  applied the
methodological steps as follows.



4 J. Dalzochio, R. Kunst, E. Pignaton et al. / Computers in Industry 123 (2020) 103298

Fig. 2. Traditional process to perform maintenance.
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What are the challenges and open questions regarding
machine learning and reasoning for predictive mainte-
Fig. 3. Cyber-physical pr

. Definition of research questions: it guides the elaboration of
research questions to be used to search for relevant papers in
the literature;

. Search process: it presents the research strategy and the scien-
tific sources used in the search for relevant papers;

. Studies selection: definition of the criteria applied to select rel-
evant papers;

. Quality assessment: quantitative analysis of the quality of the
selected studies;

We  discuss each of the steps in the following subsections.

.1. Research questions

A crucial part of an SLR is the elaboration of research ques-
ions [28]. In this article, the research questions should provide the

eans to understand the use of ML  along with ontologies in the
ontext of PdM in Industry 4.0 scenarios.

To elaborate the research questions, we carried out prelimi-
ary research and the analysis of the resulting papers. Besides, the
uthors also used their experience to create the research questions.

We specify a general question to guide the search for challenges
n the field of research. Based on the central question, we establish

pecific ones to emphasize existing solutions and to identify gaps
nd directions for future research.

With the general research question in mind, we created the
ollowing specific questions (SQ).
nance in Industry 4.0?

• SQ1: What are the challenges of applying machine learning
towards predictive maintenance?

• SQ2: Which machine learning techniques are usually in the con-
text of predictive maintenance?

• SQ3: In which contexts are ontologies used for predictive main-
tenance?

3.2. Search process

The purpose of SQ1 is, meeting the general question elaborated,
to identify the technical challenges that researchers encounter
when proposing solutions for PdM using ML.  Moving forward on
this issue, in SQ2, we seek to identify which ML  algorithms are
employed to verify if there is any consensus in the scientific com-
munity. Finally, SQ3 aims to understand whether ontologies or
reasoning have any space in the area of PdM, and what role it plays.

We perform two  steps to conduct the search process. The first

one is the creation of a search string, while the second involves the
selection of the sources. The design of the search string demands
a preliminary reading of selected papers related to the field of
interest. Boolean operators are applied to improve search string
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erformance. These operators contemplate terms that are synony-
ous with the keywords already defined.

(‘‘Industry 4.0’’ AND (‘‘Machine Learning’’ OR ‘‘Deep
Learning’’) AND ‘‘Predictive Maintenance’’ AND (‘Àrchi-
tecture’’ OR ‘‘Framework’’) AND (‘Òntology’’ OR ‘‘Rea-
soning’’))

In this article, all the results obtained came from electronic
ources. The choice of the databases aimed at analyzing papers
ublished in journals and conferences that cover the concepts of

ndustry 4.0. The selected electronic databases were IEEE,1 Google
cholar,2 Springer,3 ACM Digital Library4 and ScienceDirect.5

.3. Papers selection process

Following the definition of the search string and gathering
rticles from the selected electronic databases, it is necessary to
emove all studies that are not relevant to the goals of this arti-
le. To remove these papers, the following exclusion criteria (EC)
pplies.

EC 1: papers not directly related to PdM.
EC 2: papers not directly related to ML.
EC 3: papers that presented results of surveys or reviews.
EC 4: papers published before the year 2015.

Two researchers conduct the filtering process following the
teps presented below. The results are analyzed by a third one
henever a discrepancy occurred.

. Removal of duplicates: in some situations, the same paper is
available in different sources, like in IEEE and Google Scholar,
for example. In this case, we remove the duplicates;

. Title and abstract analysis: the researcher reads the title and the
abstract of the paper and judges whether or not it is sufficient to
assess the importance of the paper to the study;

. Entire text analysis: it applies in situations where the title and
the abstract are not very clear about the proposed solution. Nev-
ertheless, the presented ideas look promising for the goals of this
literature review.

As part of the SLR methodology, we exclude from the corpora
apers published before 2015 and those classified as surveys or
eviews. Besides, we disregarded any work with no scientific char-
cter, such as a blog post or magazine article. We  also remove the
uplicates of papers that appear in more than one database. After
he conclusion of this step of the SLR, the remaining papers pass to
he phase of quantitative evaluation.

.4. Quality assessment

According to the methodology [27], in this step, we define the
riteria for qualitative evaluation of the selected papers. The evalu-
tion takes into account the following points: (I) the purpose of the

esearch; (II) whether the authors contemplate a research method-
logy or propose an architecture or a framework; (III) the results
ccomplished; and (IV) whether the selected work uses ontologies.

1 https://ieeexplore.ieee.org/.
2 https://scholar.google.com/.
3 https://link.springer.com/.
4 https://dl.acm.org/.
5 https://www.sciencedirect.com/.
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The following questions apply to select papers that meet the quality
requirements.

• Is the purpose of the research presented?
• Is there an architecture/framework proposal or a research

methodology?
• Are the research results presented and discussed?
• Does the paper use reasoning or an ontology?

Based on Kitchenham’s methodology [27], we define three pos-
sible answers, each one receiving a grade: Yes = 1, Partial = 0.5, and
No = 0. After two researchers have graded the papers, we dealt with
the discrepancies in a discussion meeting. In a few cases, where the
two researchers did not reach consensus, a third researcher read
the papers to resolve the discrepancies. At the end of such a meet-
ing, to decide whether each study should be kept or excluded from
the original corpora, we then applied criteria for excluding articles
according to the grade. More formally, such criteria are:

• Articles mainly organized as comments or personal opinions are
excluded from the set since they usually do not present a valida-
tion methodology;

• Articles that are graded below 2.5 by the researchers, since at
least 2 of the questions received ‘no’ or ‘partial’ as the answer,
indicating a not very relevant publication for this SLR;

After applying the mentioned criteria onto the original set of
papers, we read the remaining ones to answer the research ques-
tion. We  discuss the results in Section 4.

4. Search results

This section discusses the result of the search process, the selec-
tion process, and the qualitative analysis of the selected papers. We
summarize the results in Fig. 4. The description of each step and the
number of remaining papers are also in the figure.

We  detail the application of the SLR methodology as follows.
Section 4.1 discusses relevant papers that are applied to the context
of Industry 4.0 but do not meet all the criteria to be part of this
SLR. After analyzing the exclusion criteria, details on the quality
assessment of the papers are presented in Section 4.2.

4.1. Exclusion of papers from the initial corpora

Fig. 4 shows the number of articles obtained in each of the
databases selected in the Initial Search stage. We  group these arti-
cles in the step called Database Joint, resulting in a total of 562
papers. The filter of Impurities Removal removed duplicates even-
tually found in more than one database, and surveys, reviews, book
chapters, or non-scientific papers like magazine articles, resulting
in a total of 288 out of 562 papers. The next step comprised the
application of the Exclusion Criteria mentioned in Section 3.3. The
number of papers considered relevant for these reviews reduced
down to 155 in this phase.

We removed some papers because, despite clearly addressing
issues related to PdM, they do not reflect the use of ML  models. For
example, Stojanovic et al. [29] created an architecture that applies
the concepts of big data in the context of self-healing manufactur-
ing. The solution, named PREMIuM, briefly mentions ML  models
as part of a prediction architecture. Between the several layers of

PREMIuM, the cloud layer is responsible for analyzing data, using
a strategy that involves at least two  ML  methods. Despite that, the
paper does not provide details on the ML  models or the training
process.

https://ieeexplore.ieee.org/
https://ieeexplore.ieee.org/
https://ieeexplore.ieee.org/
https://ieeexplore.ieee.org/
https://ieeexplore.ieee.org/
https://scholar.google.com/
https://scholar.google.com/
https://scholar.google.com/
https://scholar.google.com/
https://scholar.google.com/
https://link.springer.com/
https://link.springer.com/
https://link.springer.com/
https://link.springer.com/
https://link.springer.com/
https://dl.acm.org/
https://dl.acm.org/
https://dl.acm.org/
https://dl.acm.org/
https://dl.acm.org/
https://www.sciencedirect.com/
https://www.sciencedirect.com/
https://www.sciencedirect.com/
https://www.sciencedirect.com/
https://www.sciencedirect.com/
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Fig. 4. Filter process of 

The exclusion criteria also removed a solution proposed by
enisek et al. [30]. This solution generates the first data streams as

 way of helping time series researchers to simulate scenarios with
ealistic monitoring conditions. We  also removed the intelligent

aintenance support framework proposed by Bumblauskas et al.
31]. In this case, the authors proposed an algorithm to minimize
osts across the supply chain and a methodology for establishing
redictive maintenance plans. Both approaches fail to apply ML
odels, so we excluded them from the corpora.

May  et al. [32] proposed a novel approach to prevent fail-
res, composed of a set of strategies, called Z-strategy, intended
o extend the life of production systems. Z-strategy is capable of
redicting failures at the component, machine, or system level.
his platform matches the subject of PdM but is not related to
L.  Golightly et al. [33] concentrated on human factors, such as

ata interpretation and visualization. The study identified factors to
elp the implementation of predictive asset management. Through

nterviews with experts, the authors identified the organizational
roblems associated with the development and adoption of PdM
ystems. The results are recommendations on how to mitigate these
roblems.

The solutions show several cases where the application of PdM
oes beyond the use of ML  models. These solutions are generally
elated to the elaboration of frameworks that introduce the con-
epts of PdM with a more holistic view. We  can also find opposite
pproaches in the literature. These solutions, although addressing
L  in the context of Industry 4.0, do not apply for PdM. These works

ppeared in the initial corpora because they mention PdM-related
erms in sections like related work or references.

In this context, Syafrudin et al. [34] designed a real-time system
o improve decision making. This system helps to prevent losses
ue to unplanned manufacturing failures. The system’s workflow
onsiders three steps. The first one is the selection of IoT devices
o monitor an automotive manufacturing environment. The sec-
nd one involves processing large amounts of generated data. The
nal step is the creation of a hybrid model for fault detection. The
ybrid model uses density-based spatial clustering of applications

or anomaly detection, and Random Forest to classify events as
ormal or abnormal.
Romeo et al. [5] provides an ML-enabled framework to help
esigners and laboratory technicians to make the best operat-

ng description of a machine. The solution relies on Decision
ed articles by database.

Trees, k-Nearest Neighbors, and Neighborhood Component Fea-
tures Selection algorithms to obtain the recommendations. The
resulting solution predicts whether the machine specifications, e.g.,
the number of blades, speed, and shaft size, match the operat-
ing parameters, like torque, flow, pressure, and gate. The authors
claim that the solution provides easier decision making, conserving
company knowledge, saving working hours, and increasing compu-
tational speed and accuracy.

Zhang et al. [35] propose an approach to apply ML  techniques
in the industry. The solution consists of a framework to provide
a reference to plan, design, and implement industrial artificial
intelligence in different areas of manufacturing. The proposal is the-
oretical and broadly covers seven dimensions related to industrial
artificial intelligence: objects, domain, application stages, applica-
tion requirements, intelligent technology, intelligent function, and
solutions. The framework was evaluated considering five industrial
fields and showed to be effective in helping industries to plan how
to use artificial intelligence-related solutions.

Ali et al. [4] designed a software middleware to collect and ana-
lyze data from different applications in a real-time fashion. The
authors evaluate the solution in a scenario where the middleware
provided information to ensure optimal production forecasts. Even
though not dealing with PdM, the use of ML  for production fore-
casting presents some challenges that look like those of PdM. These
challenges include the difficulty of obtaining relevant data without
lacks or gaps and the need for domain knowledge for the selection of
variables and construction of models. According to the nature of the
collected data, Multiple Linear Regression, Support Vector Regres-
sion, Decision Tree, and Random Forest algorithms were applied by
the middleware to make predictions.

Malek et al. [36] proposed a failure prediction methodology to
provide reliability in different scenarios. The authors evaluated the
performance considering two  scenarios: (I) malware detection and
(II) computer failure detection. To do that, the authors applied Naive
Bayes, Logistic Regression, and J48 Decision Tree algorithms. The
paper briefly mentions concepts related to Industry 4.0 and PdM in
the literature review.

A framework combining data collection, pre-processing, and ML
models training to identify behaviors that may influence manu-

facturing is the proposal of Carbery et al. [37]. The solution uses
artificial intelligence to assist engineers in increasing machine
performance and supporting decision making. It results in a four-
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Table  1
Answers and grades.

Answer Description Grade
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This section analyzes the contributions of the most relevant
P  (Partial) The paper answers to part of the question 0.5
N  (No) The paper does not mention the topic 0.0

tage workflow: (I) data collection, (II) pre-processing, (III) training
ata generation, and (IV) artificial intelligence model creation. The
uthors focused on challenges and solutions for data pre-processing
nd feature selection.

To demonstrate the role of cloud computing and the use of arti-
cial intelligence to improve factory performance, Wan  et al. [38]
roposed a vertically integrated, four-tier cloud-assisted smart fac-
ory architecture. The layers that compose the architecture are:
I) Smart Device Layer, (II) Network Layer, (III) Cloud Layer, and
IV) Application Layer. ML  models are implemented in the Network
ayer to perform tasks involving network optimization. These mod-
ls are also present in the Application Layer, where the use of ML
ims to perform failure detection, but not predictive maintenance.

Costa et al. [39] introduced a framework for knowledge rep-
esentation that transforms unstructured data such as logs or

achine documentation into highly-structured data. The approach
ses an ontology to assist in structuring and enriching information.

t also applies ML  techniques to process natural language. Although
he solution uses reasoning, its purpose is not related to predictive

aintenance.
Finally, we  can cite the work developed by Sala et al. [40]. The

olution applies a data-driven strategy to predict temperature and
hemical concentration in the Basic Oxygen Furnace Steelmaking
rocess. To do that, the authors consider different machine learn-

ng models, like Ridge Regression, Random Forest, and Gradient
oosted Regression Trees. As in several other works, the authors
nly mention PdM-related terms.

As shown in Fig. 4, after applying the Exclusion Criteria,  we
creened the 155 remaining papers considering three filters men-
ioned in Section 3.3: (I) Filter by Title, (II) Filter by Abstract, and
III) Filter by Full Text. After the application of these three filters, we
lassified the 44 remaining papers according to quality parameters.
n this case, we score each paper according to a methodology and
liminate those graded below a pre-defined threshold.

.2. Performing the quality assessment to select relevant papers

This section follows the quality criteria defined in Section 3.4
o conduct the qualitative analysis of the papers. Researchers
nswered to each question according to Kitchenham’s methodol-
gy [27]. We  present the possible answers and the respective grades

n Table 1. Relevant papers for this SLR are those that received 2.5
oints or more. We  selected these threshold values to guarantee
hat at least one of the questions receives maximum evaluation
n the worst-case. Also, we identified that all papers that obtained
ess than two  points do not present results based on a use-case.
esides, all papers graded less than 2.5 do not present the concepts
f reasoning or propose an ontology.

To grade the papers, the researchers first applied a filter by the
itle, reducing the number of studies from 155 to 124. These 124
apers went through the abstract filtering process, which selected
0 relevant ones. At the final filtering process, the remaining papers
ent through a complete analysis of the text. This phase excluded

6 studies and resulted in the 44 papers considered the most rele-

ant for this SLR.

The research team answered the following questions to assess
he quality of the 44 remaining papers.
puters in Industry 123 (2020) 103298 7

• Is the purpose of the research presented?
• Is there an architecture/framework proposal or a research

methodology?
• Are research results presented and discussed?
• Does the paper implement the concepts of reasoning or proposes

an ontology?

We present the answers to the questions and the result-
ing scores in Table 2, in descending order. References [16,41,42]
received an asterisk (*) because, according to the filters, these
papers should be out of the corpora. However, we kept them
because they propose the use of ontologies to implement reasoning
in the context of PdM, which is a topic of interest for this SLR.

After the quality assessment performed over 44 papers, 6 ref-
erences [63,64,61,62,11,10] were removed due to the score metric.
The 38 remaining papers are classified by year and database in Fig. 5,
where the x-axis represents the range of years considered in this
research process, from 2015 to June 2020. Discussions regarding
these papers are presented in Section 5.

Fig. 6 presents an illustration where we  group the articles
according to the total score obtained. The shape of the icon iden-
tifies the publication source of each article. The results show that
only four papers fully answered all quality assessment questions. In
the second column of the graph, one can see that more than half of
the papers scored 3 points. These results allow us to conclude that
only relevant papers remained in the corpora after the application
of the filtering process.

Fig. 7 shows the importance of each question in the selection
of papers. The image presents the grade received by the papers
grouped by question. It is possible to conclude that SQ1 and SQ2
are very important to the results of this SLR. The scores indicate
that all papers satisfied SQ1, and at most, two  papers did not sat-
isfy SQ2. This behavior shows that questions SQ3 and SQ4 were the
main reasons for the exclusion of papers from the initial corpora.
Another conclusion is that the majority of the papers focus on prac-
tical aspects. One can conclude this because a positive evaluation of
SQ3 means that the paper presents the results of a use-case. Finally,
a close look at the evaluation of SQ4 allows us to deduce that rea-
soning and ontologies did not receive much focus in the analyzed
period. Only five papers fully answered the question or at most ten
partially answered the question.

There is growing interest in the application of ML  and reasoning
for predictive maintenance. This field of research did not receive
attention in 2015 and started growing in 2016 to a peak of 14 pub-
lications in 2018. Splitting the period into two  parts, we can see that
the first three years of research represent only 24% of the total num-
ber of selected publications. On the other hand, the last three years
of the period concentrate 76% of the total number of contributions.

Among the five sources considered to carry out the search
process, four had papers selected in this SLR. Google Scholar col-
laborated with six contributions. In SpringerLink, we found eight
publications, while nine manuscripts came from IEEE Xplore. The
only source that did not publish research considered in this SLR was
the ACM digital library.

5. Answer to the research questions and discussion
papers selected in this SLR. To do that, in each subsection, one of the
research questions defined in Section 3.1 is answered, considering
the contributions of the papers found in the literature.
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Table 2
Quality assessment scores.

Ref. Year Authors SQ1 SQ2 SQ3 SQ4 Score

[43] 2019 Cao et al. Y Y Y Y 4.0
[44] 2019 Ansari, Glawar and Nemeth Y Y Y Y 4.0
[41]* 2018 Nuñez and Borsato Y Y Y Y 4.0
[42]* 2016 Schmidt, Wang and Galar Y Y Y Y 4.0
[45] 2020 Cheng et al. Y Y Y N 3.0
[46] 2020 Calabrese et al. Y Y Y N 3.0
[47] 2020 Daniyan et al. Y Y Y N 3.0
[48] 2020 Hoffmann et al. Y Y Y N 3.0
[49] 2020 De Vita et al. Y Y Y N 3.0
[50] 2020 Chen et al. Y Y Y N 3.0
[51] 2019 Huang et al. Y Y Y N 3.0
[52] 2019 Rivas et al. Y Y Y N 3.0
[24] 2019 Xu et al. Y Y Y N 3.0
[53] 2019 Cerquitelli et al. Y Y Y N 3.0
[54] 2018 Ding et al. Y Y Y N 3.0
[8] 2018 Carbery, Woods and Marshall Y Y Y N 3.0
[55] 2018 Yuan et al. Y Y Y N 3.0
[26] 2018 Schmidt et al. Y Y Y N 3.0
[56] 2018 Strauss et al. Y Y Y N 3.0
[14] 2018 Zhou et al. Y Y Y N 3.0
[57] 2018 Peres et al. Y Y Y N 3.0
[22] 2018 Liu et al. Y Y Y N 3.0
[13] 2018 Adhikari et al. Y Y Y N 3.0
[12] 2018 Schmidt et al. Y Y Y N 3.0
[20] 2018 Kiangala et al. Y Y Y N 3.0
[18] 2018 Hegedus et al. Y Y N Y 3.0
[21] 2018 Kaur et al. Y Y Y N 3.0
[58] 2017 Diez-Olivan et al. Y Y Y N 3.0
[59] 2017 Li et al. Y Y Y N 3.0
[19] 2017 Ferreira et al. Y Y Y N 3.0
[23] 2017 Crespo et al. Y Y Y N 3.0
[60] 2016 Gatica et al. Y Y Y N 3.0
[9] 2016 Chukwuekwe et al. Y Y Y N 3.0
[16]* 2020 Ansari et al. Y Y P N 2.5
[17] 2019 Sarazin et al. Y Y P N 2.5
[15] 2019 Bousdekis et al. Y Y P N 2.5
[3] 2018 Cachada et al. Y Y P N 2.5
[32] 2018 May et al. Y Y P N 2.5
[61] 2019 Glawar et al. Y Y N N 2.0
[62] 2019 Talamo et al. Y Y N N 2.0
[11] 2018 Balogh et al. Y Y N N 2.0
[63] 2018 Issam et al. Y Y N N 2.0
[64] 2015 Gao et al. Y Y N N 2.0
[10] 2017 Wang et al. Y N N N 1.0

Fig. 5. Publication year of selected articles by database.
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be put into practice as demonstrated by Calabrese et al. [46], which
makes use of event log data provided by diagnostic systems already
Fig. 7. Total score by question.

.1. What are the challenges and open questions regarding
achine learning and reasoning for predictive maintenance in

ndustry 4.0?

This research question contributes to the scientific commu-
ity by identifying and classifying the current challenges and open

ssues regarding ML  and reasoning in the context of PdM. To do
hat, we propose the taxonomy presented in Fig. 8.

We  designed the taxonomy considering two types of elements.
he blue boxes represent broad fields related to predictive mainte-
ance that can have different kinds of challenges related to them.
n the other hand, the green boxes are specific challenges or open

ssues that we identified based on the results of the SLR. The num-
ers under each green box are citations to papers that propose
olutions to tackle that specific challenge.

The first element of the taxonomy refers to the general field
f Predictive Maintenance. The analysis of the literature showed
hat this field usually poses challenges related to the reduction of

aintenance-related costs or aims at improving production effi-
iency by predicting necessary maintenance. Solutions to deal with
hese generic challenges can be divided into three groups: (I) Big
ata analytics, (II) Machine Learning models, and (III) Ontology and

easoning-related proposals. Each of these three areas has specific

hallenges in the context of PdM. We  present and discuss these
hallenges as follows.
cted articles by database.

The first specific challenge in the taxonomy is directly related
to predictive maintenance and concerns to integration issues. This
kind of problem typically affects the company as a whole. The liter-
ature presents several solutions to build integrated solutions and
methods that are capable of handling different processes related
to PdM. The most common approach of these works is to pro-
pose architectures, strategies, principles, and tools that seek to
unify each step of the process for deploying systems to enable
predictive maintenance [15–18,3,19–21,45,47,48,50]. These tools
are generally capable of integrating processes such as sensor data
collection on machines, data processing, creation and training of
machine learning models, as well as the integration with other
information sources, e.g., ERP systems to send PdM-related alerts
in a user-friendly interface.

Big data is one of the more challenging areas in the context
of PdM. Some issues concern the need for real-time monitoring
and consequently processing a large amount of data generated by
the sensors. In this context, guaranteeing good values on metrics
like Latency, Scalability,  and network Bandwidth is a problem as
some predicted events require immediate action to prevent fail-
ures. Works like Liu et al. [22] and Zhou et al. [14] propose the use
of edge computing to bring the processing closer to the data collec-
tion point and delegate to the cloud only tasks that do not require
immediate action. On the other hand, Crespo et al. [23] proposed a
framework that implements the concept of distributed computing,
so when the system capacity reaches high usage values, the system
manages the resulting overhead by distributing the processing.

Still in the context of Big Data, another open challenge concerns
Data acquisition.  The open issues include the difficulty of obtain-
ing quality data and interpreting it. A considerable portion of the
collected data has missing values, is poorly structured, or has no
annotations. To deal with this issue, Hegedhus et al. [18] proposed
a solution to preprocess data and turn it usable for predictive main-
tenance. Another approach to deal with data acquisition is the
framework designed by Strauss et al. [56] that enables the mon-
itoring and data acquisition in legacy machinery. Although some
pieces of equipment do not have data from condition monitoring
sensors, such as vibration and temperature, some alternatives can
attached to the machine, creating a low-cost alternative to predict
failures.
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Fig. 8. A taxonomy to classify

Another major challenge in predictive maintenance is to estab-
ish the grounds for applying Machine Learning models. Like in the
ontext of Big Data, the need for real-time decision making requires
igh levels of Scalability and network Bandwidth.  In this sense, train-

ng learning models in the edge of the networks is a solution that
as been proposed by Liu et al. [22] and by Cerquitelli et al. [53].

Imbalanced data appears as a challenge related to data quality.
arbery et al. propose a framework using multiple stages of pre-
rocessing, feature selection, and combining factor levels to deal
ith datasets that show small amounts of failures compared to the

uantity of operational data. Another challenge in the context of ML
s to obtain data that shows the tendency of normal state behavior
o failure, called run to fail (R2F). Xu et al. [24] and Adhikari et al.
13] deeply explore R2F. This kind of data is important to identify
roblems because, in this case, it is necessary to train the models
ith annotated failure-related datasets. In this sense, Gatica et al.

60] proposed a top-down strategy consisting of first understanding
achine operation and then taking action to deal with the problem.

Besides, the heterogeneity of the datasets also poses as an issue
hat deserves attention from the scientific community. Both the
ack and the excess of heterogeneity harm the ML  models. The
ack of heterogeneity was explored by Schmidt et al. [65] and by
unez et al. [41]. In both approaches, the authors conclude that

his characteristic turns training the ML  models more difficult. The
uthors also found out that in several cases, only one data source is
vailable, e.g., all data come from one specific machine. Excessive
eterogeneity also impacts negatively on the ML  model training.

n this direction, Sarazin et al. [17] and Gatica et al. [60] analyzed
he behavior of ML  models that receive large amounts of training
atasets from many different sources. Another problem related to
his topic was investigated by Ansari et al. [16]. The work considers
he challenges related to processing data with multiple structures
f maintenance data. These structures include sensors information,
aintenance text reports, and multimodal data where a machine

ensor signal can provide more than one information and can result
n inappropriate planning, monitoring, or controlling that decreases
he remaining useful life. This large amount of data is addressed by
uang et al. [51], since using the original dataset for diagnosis and

ault prediction is difficult, so the authors proposed an algorithm
or data fusion processing.

The general conclusion we can reach on this topic is that both
ack and excess of heterogeneity can impact on the predictability
f the algorithms. Proposals to mitigate this problem are avail-

ble. Different authors found out that one of the causes of data
eterogeneity is the fact that manufacturing plants are dynamic
nvironments. Schmidt et al. [12] claim it is not recommended to
se data obtained only in the laboratory. Moreover, Li et al. [59]
nges and open issues in PdM.

showed that it is also not feasible to train ML  models using data pro-
vided by only one model of equipment. Another aspect emphasized
in related work is that the process executed by a given machine can
also change dynamically [24]. Alternatives to deal with this chal-
lenge include training multiple learning models [13], utilizing data
produced by the pieces of equipment that have operated in compa-
rable conditions [26], applying data mining techniques to generate
context information [57], or apply strategies using deep learning
algorithms [55].

Another challenge related to ML  concerns the lack of a univer-
sal model that applies to multiple scenarios. In this context, Ansari
et al. [16] discussed the possibility of proposing new models to
deal with data heterogeneity issues. Xu et al. [24] use deep transfer
learning to extract a high-level representation from a large amount
of data from a specific domain and transfer that knowledge to a
target domain. Transfer learning makes it possible to use mod-
els trained in a given domain to perform tasks in other scenarios
that are related to the original one. Other approaches advocate in
favor of applying existing models to new scenarios [52,8,9]. Gener-
ally, these approaches test different models to evaluate which one
fits better for a specific situation. For example, Schmidt et al. [12]
propose a classification based on vibration limit values to predict
failure, and Cheng et al. [45] compare two  algorithms to predict the
HVAC system condition. Ding et al. [54] propose Knowledge-based
reasoning to predict steel bridge performance deterioration. The
computational cost for training these ML  models is also a challenge
to be addressed, according to Xu et al. [24] and to Nunes et al. [41].

The last area identified in this SLR refers to the application
of ontologies for predictive maintenance. This scenario typically
associates ontologies with the need to understand the data, as
an example, we have the Measurement Ontology, presented by
Schmidt et al. [42], which relates measurements to other data such
as date of collection, the machine that generated the data, and the
process executed at that time. It can also store information about
the environment, such as temperature and physical location [42].
This field of research is still incipient, but some works already inves-
tigated the topic (Hegedus et al. [18], Cao et al. [43], Nunez et al.
[41]).

5.2. Which machine learning techniques are usually in the
context of predictive maintenance?

The literature covers a wide variety of ML  techniques, each with

specific characteristics and applications. The focus of this section
is the application of these models for predictive maintenance. We
intend to highlight the commonly used ML  techniques and the rea-
sons for selecting specific techniques.
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Fig. 9. Taxonomy of m

ML  algorithms apply to several stages of predictive mainte-
ance, such as diagnosis, prognosis, and estimation of useful life.

n Fig. 9, we present a taxonomy of these ML  algorithms. The tax-
nomy highlights the connection among classes of algorithms.

Several authors use Artificial Neural Networks (ANN) to tackle
roblems related to predictive maintenance. Li et al. [59] proposed

 framework for fault detection and prediction, which is capable of
erforming error correction regardless of machine or process type.
ccording to the authors, an ANN model can execute the prediction

ask through training with backlash errors of the last three weeks
o predict the backlash error of the subsequent week. The selection
f the ANN technique occurred because it is already widely used
o compensate for slack errors in computer-controlled machine
enters. Crespo et al. [23] applied ANN to identifying when asset
ehavior abnormalities can appear in the context of Industry 4.0.
he ANN is combined with association rules to determine the oper-
ting conditions considered abnormal. The framework proposed by
heng et al. [45] uses ANN and SVM. The results prove that the

ramework is capable of predicting the future condition in MEP
omponents and, consequently extend the RUL of the components.
aniyan et al. [47] also present a framework using ANN, but in this
ase, the model estimates the RUL of a bearing using a data series
f temperature.

Other solutions involve the implementation of Recurrent Neural
etworks (RNN) that are a type of ANN capable of incorporat-

ng memory. Rivas et al. [52] adopted Long Short-Term Memory
LSTM) RNN model for failure prediction. The authors focused on
reating an LSTM model to identify a possible future malfunction
sing two models. The first one classifies whether the engine has
ore than 100 life cycles (classification problem), while the second
ne predicts the remaining number of cycles (regression problem).
achada et al. [3] also used LSTM along with a second technique
alled Gated Recurrent Unit (GRU) for a similar purpose. Both mod-
e learning techniques.

els were applied because they implement the ability to consider
historical data to predict future behavior. Several authors [12,14]
assess the performance of ANN and compare it with other tech-
niques like Support Vector Machine (SVM) and Randon Forest (RF).
Yet in the area of ANN, some works consider the implementation of
Auto-Associative Neural Networks (AANN). Liu et al. [22] proposed
a PdM framework in which an AANN identifies irregularities in rail-
ways. This information is used to predict failures and suggests the
actions to be taken in advance.

As an alternative to using raw sensor data, which can be
composed of different types of information coming from various
sensors, raw data can pass through a fusion process, conducted by
a correlation algorithm. Hung et al. [51] used algorithms based on
neural networks, Back-Propagation Neural Network (BPNN), Radial
Basis Function Neural Network (RBFNN), Elman Neural Network
(ENN), Probabilistic Neural Network (PNN), Fuzzy Neural Network
(FNN) and Wavelet Neural Network (WNN) to implement the fusion
process. The authors use the resulting to perform fault prediction
and detection.

Table 3 summarizes the works that apply neural networks, spec-
ifying their classes, and which task the neural network performs
within each paper. As can be seen, an ML  algorithm can be used
in several stages in the PdM process to perform classification or
prediction tasks.

Another common approach identified in the SLR is the appli-
cation of ML  models to validate proposed frameworks. Schmidt
et al. [12] evaluated the performance of k-Nearest Neighbor (kNN),
Back-propagation Feed-forward Neural Network (FFNN), Decision
Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and
Naïve Bayesian (NB) in various scenarios to obtain the best com-

bination of techniques to deal with time-series prediction. Zhou
et al. [14] also used kNN and DT along with SVM and Multi-layer
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Table 3
Approaches based on NN.

Paper ML  method Application

Li et al. [59] ANN Fault Prediction
Crespo et al. [23] ANN Anomaly detection
Rivas et al. [52] LSTM RUL estimation
Cachada et al. [3] LSTM/GRU Failure prediction
Schmidt et al. [12] FFNN Time-series prediction
Zhou et al. [14] MLP  Fault classification
Liu et al. [22] ANN Anomaly detection
Liu et al. [51] BPNN, ENN, RBFNN, Data fusion

PNN, FNN and WNN
Cheng et al. [45] ANN Condition prediction
Daniyan et al. [47] ANN RUL estimation

Table 4
Approaches based on ML.

Paper ML  method Application

Schmidt et al. [12] kNN, FFNN, DT, RF, NB Time to fail class
classification

Zhou et al. [14] kNN, FT, SVM Fault Classification
Carbery et al. [8] BN Diagnosing and

Predicting faults
Ansari et al. [16] DBN Prediction of failure

events
Chukwuekwe et al. [9] ARMA Fault Prediction
Adhikari et al. [13] SVM Anomaly Detection
Adhikari et al. [13] ARIMA RUL
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Table 5
Approaches based on DL.

Paper ML  method Application

[55] CNN RUL
[49] DNN Anomaly Detection
Adhikari et al. [13] DT, SVM, NB, RF Fault classification of
Calabrese et al. [46] GBM, DRF, XGBosot RUL

erceptron (MLP), to evaluate a framework for diagnostics and
rognostics.

Dealing with large amounts of data to predict failures was  the
oal of Carbery et al. [8]. To do that, the authors used a Bayesian Net-
ork (BN). The selection of this technique was justified because

N is known for performing well under uncertainties. Moreover,
his technique can decompose complex problems in more man-
geable ones using conditional probabilities. A special BN, called
ynamics Bayesian Network (DBN), is proposed by Ansari et al.

16]. The proposal is part of a framework designed to predict fail-
res and to measure the impact of such a prediction on the quality
f production planning processes and maintenance costs.

Another class of models that is gaining attention from the sci-
ntific community is Auto-regressive Moving Average (ARMA).
hukwuekwe et al. [9] presented a solution that considers the
ibration date to predict failures in the context of Industry 4.0.
uto-regressive Integrated Moving Average (ARIMA), which is a
ariation of ARMA, was applied by Adhikari et al. [13] in a predic-
ive maintenance framework to predict the remaining useful life of
omponents. The selection of ARIMA was due to its ability to use
istorical data to estimate future behavior. In addition to RUL esti-
ation, the framework proposed by Adhikari et al. [13] uses SVM

o identify possible anomalies and to classify algorithmic failures.
Applying tree-based algorithms to predict the probability of a

ailure, Calabrese et al. [46] present an architecture that uses three
ifferent algorithms to classify machines with 30 days of less of
UL. The Gradient Boosting Machine (GBM) generated the models
hat obtained the best results for classification when compared to
he Distributed Random Forest (DRF) models and Extreme Gradient
oosting (XGBoost) models.

Table 4 presents a summary of the researches that apply ML
ithout implementing NN or DL. The Application column shows
hich task the ML  performs within each paper. We  can see that an

L algorithm can execute more than one process, as well as the

xecution of that process, may  demand more than one ML  model.
Deep learning (DL) is an area that is beginning to receive more

ttention in the context of predictive maintenance, especially for
[24] DNN, DTL Fault Diagnosis
[51] CNN, LSTM, DBN, DNN Fault Diagnosis/Prediction

processes like diagnosis, prognosis, and RUL. Among the works
identified in this SLR, we  can mention the use of a Convolutional
Neural Network (CNN) in the task of extracting features from
databases without the need for prior knowledge of the data. In
this sense, Yuan et al. [55] automate the discovery of new features
hidden in the database to perform flaw detection and prediction.
Another approach regards anomaly detection using DL techniques.
In this context, De Vita et al. [49] apply a deep autoencoder consist-
ing of a Deep Neural Network (DNN) to reduce the dimensionality of
the data, generating a new dataset for further training of detection
algorithms such as k-means.

The lack of training data or even different data distribution in
practical application are challenges that DL tries to solve, as can be
seen in the two-phase Digital-twin-assisted Fault Diagnosis using
Deep transfer learning (DFDD) proposed by Xu et al. [24]. In the first
phase, experts model a virtual Deep Neural Network (DNN), while
in the second phase, the authors use Deep Transfer Learning (DTL)
to transfer the knowledge previously created to the physical world,
overcoming the lack of data. Huang et al. [51] dealt with a use-case
that demanded data fusion to allow prognosis and diagnosis. To
do that, the authors applied solution as CNN, Deep Belief Network
(DBN), DNN, Automatic Encoder (AE), and LSTM.

Despite the promising use of DL algorithms in the context of
PdM, we  found relatively few works that addressed the use of
these algorithms to perform predictive maintenance-related tasks.
In Table 5, we  summarize the proposals that apply DL.

5.3. What are the contexts in the use of ontology in predictive
maintenance?

Predictive maintenance can rely on ontologies for various
purposes. Fig. 10 presents a taxonomy that describes the main
applications of ontologies in predictive maintenance. This section
discusses these applications.

One of the main goals of an ontology is to provide context
awareness. Prima framework [44] applies this concept. Prima mod-
els real-world objects according to their properties and functions.
The solution is capable of gathering and associating sensor data.
The framework allows, for example, the association of a motion
sensor with a specific machine process and, at the same time,
with energy consumption information. This kind of approach mod-
els knowledge, and shares it for decision-making purposes. Prima
also stores information semantically. The solution models and stores
data in a standardized manner, which allows the framework to
access various data sources. This characteristic also copes with
another feature, which is to provide interoperability among dif-
ferent domains, achieved by implementing the so-called domain
ontology concept.

Cao et al. [43] explore the ability to store information
semantically. The work explores the context of condition-based
maintenance. Using the concept of rules, the authors propose an
algorithm that generates Semantic Web  Rule Language (SWRL).
This solution implements reasoning to describe events and tempo-

ral constraints. The results facilitate decision making through the
prediction of failures.

A challenging issue, which affects both ML  models and ontolo-
gies, is the need for expert users to analyze the context and provide
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Fig. 10. Taxonomy of ontologies a

rucial information to set the parameters of the models [66]. In the
ontext of predictive maintenance, this need is discussed by Nunez
t al. [41]. In their solution, the authors use expert knowledge to
ormalize an ontology to perform vibration analysis of machine
omponents. The authors use information stored in the ontology
o create SWRL rules for failure prediction and to determine the
ause of the potential failure.

. Conclusion

The development of this systematic literature review aimed to
iscuss the main issues related to machine learning and reasoning

or predictive maintenance in the context of Industry 4.0. We dis-
ussed the concepts and technologies applied in this area. We  also
resented the challenges faced in its application in the real world.
his review focused on identifying architectures or frameworks
hat use reasoning based on ML  models or through the adoption
f ontologies. The study was limited to predictive maintenance of
yber-physical systems, not including related works that apply pre-
ictive maintenance in other contexts, such as predicting software

ailures.
Three research questions were defined to guide this systematic

iterature review. The answer to these questions showed that the
eed for data integration across the company is a topic of interest
ecause it impacts on the overall business performance. Collecting
ata from a piece of equipment and giving contextual informa-
ion, semantically improving that data, and providing meaning
hrough the use of information from various sources received atten-
ion too. Moreover, using formal methods, although not yet deeply
nvestigated, is also an important matter. For instance, the use of
ntologies in the context of predictive maintenance appears as a
ool applied for data standardization, aiding in the interoperability
f systems, and consequently collaborating with the integration of
he company’s information as a whole.

ML models applied to PdM also received attention from the sci-
ntific community recently. In this sense, we identified that there
s a large number of different models being proposed and applied

n this field. Nevertheless, the results of the systematic literature
eview showed that no algorithm is capable of dealing with all
xisting scenarios in a company. As discussed in Section 2, the main-
enance process involves several steps. Among these steps, we can
tions in predictive maintenance.

mention the data collection to perform the detection of anomalies,
diagnosis, and fault isolation, and the estimation of remain useful
life. The construction of ML  models in this first stage uses data com-
ing mainly from equipment and machines in the physical world.
While anomaly detection and fault isolations are general classifica-
tions or clustering problems and prognostics is a regression-related
problem. In the context of prognostic techniques, we can clas-
sify them in three categories: (i) similarity-based, (ii) extrapolation
based, and (iii) model identification and estimation based.

This article showed that predictive maintenance is a hot topic in
the context of Industry 4.0. We  conclude that because the papers
that bring novelty to the field are concentrated in the years 2018
and 2019. Many relevant works are available so far. However, there
is still room to deal with several challenges in this field. Taking into
account the achieved results, we envision the necessity of imple-
menting the theoretical frameworks found in the literature in real
industrial environments. This implementation would allow a more
precise evaluation of their effectiveness through metrics such as
cost reduction and time spent on the maintenance task. Challenges
related to big data are also of interest because predictive main-
tenance is a field that relies on large amounts of data. Therefore
issues like scalability, latency, and data security deserve further
investigation.
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