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Generalization
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Features
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Balance the classes

2024-2025 DL Course - Training Neural Networks
4



Data augmentation
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Data splitting
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Dataset improvement
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Data improvement
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Difficulties to converge
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Residual connections
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Model parameters initialization
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Normalization
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Normalization improves both the speed and stability of deep learning models, making training more efficient and robust



Batch Normalization
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Batch Normalization
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Batch Normalization
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Batch Normalization for CNNs
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Layer Normalization 
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Instance Normalization 
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Learning rate decay
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Learning rate scheduler
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Learning rate 
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Learning rate 
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One cycle learning rate 
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Learning rate 
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Learning rate 
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Learning finder 
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Regularization

Key Aspects of Regularization:
● Reduces Overfitting – Prevents the model from learning noise and unnecessary details.
● Improves Generalization – Helps the model perform well on new, unseen data.
● Controls Model Complexity – Encourages simpler models that are more robust.

→ Regularization is crucial for achieving a balance between bias and variance, ensuring the neural network learns meaningful 
patterns rather than just memorizing the training data
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Regularization: L1 & L2
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Regularization: Gradient clipping
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Regularization: Dropout
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Regularization: Dropout
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Optimizers
SGD
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Optimizers
SGD with momentum
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Adaptive Optimizers
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Adam
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Optimizers
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Weight decay
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Weight decay & decoupled weight decay
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Weight decay & decoupled weight decay
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Batch size

Good Practices:
● Start small and scale up if training is too slow.
● Check generalization – Don't just focus on training accuracy.
● Monitor memory usage – Large batches may crash the GPU.
● Tune learning rate when increasing batch size.

→ Try 32 or 64 as a starting point, and adjust based on memory limits, training speed, and validation performance.
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Gradient accumulation
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Training tricks
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Transfer Learning
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Hugging Face: Models & datasets available



Experiments tracking: Weights & Biases
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Some useful references

● Fidle - Deep Learning Introduction (https://www.fidle.cnrs.fr/w3/) 
● CS231n: Convolutional Neural Networks for Visual Recognition (http://cs231n.stanford.edu)
● Neural Networks and Deep Learning (http://neuralnetworksanddeeplearning.com)
● Deep Learning (http://www.deeplearningbook.org)
● PyTorch (http://pytorch.org)
● Weights & Biases (https://wandb.ai/site/)
● Hugging Face (https://huggingface.co/)
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