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Natural Language Processing

Objective: Model the syntactic and grammatical structures of a language.

Numerous applications:

● Speech recognition
● Machine translation
● Text comprehension
● Text generation (e.g., Q/A or summaries)
● Paraphrase detection
● Sentiment analysis
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Language models

Main models until 2017: Recurrent neural networks like LSTM and GRU

Limits of these models:
● Difficulties in processing long sequences
● Frequent overfitting issues
● Challenges in modeling complex relationships
● Computations that cannot be parallelized (need for the previous word)

2024-2025 DL Course - Transformers
3



Transformers

Language models relying on a self-attention mechanism

Published in 2017

→ Revolution in the field of Natural Language Processing (NLP)
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Objectives
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Evolution of performances
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Size of Transformers
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Example of NLP system
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Feature extraction reminder
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Feature extraction with Transformers
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Typical Tranformer Architecture
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Simplified Transformer Layer
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Feed Forward Layer
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Transformer Layer
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Transformer architecture summary
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Attention mechanism
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Attention mechanism
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Attention explained
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Attention explained
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Attention explained
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Intuition behind the Attention mechanism
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Intuition behind the Attention mechanism
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Intuition behind the Attention mechanism
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Intuition behind the Attention mechanism
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Intuition behind the Attention mechanism
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Intuition behind the Attention mechanism
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Multi-head Attention
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Multi-head Attention
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Multi-head Attention
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Tranformer architectures
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Encoder architecture
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Decoder architecture
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Bidirectional vs unidirectional attention
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Mask attention

2024-2025 DL Course - Transformers
34



Unilateral attention detailed
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Encoder-decoder architecture
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder translation example
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Encoder-decoder attention
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Encoder-decoder attention
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Encoder-decoder attention
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Training a language model
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Training a language model
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Training a language model
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Pre-training a GPT-style Transformer
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Pre-training a BERT-style Transformer
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Finding a pre-trained model
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Fine-tuning of language models
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Fine-tuning a BERT - sentence classification
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Fine-tuning a BERT - sentence classification
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Fine-tuning a GPT - sentence classification
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Fine-tuning a Transformer - named entity recognition
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Fine-tuning a GPT with prompting
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Fine-tuning a GPT - example of summarization
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Fine-tuning a GPT with templates
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Orienting the style with templates
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A word on ChatGPT
Transformers and ChatGPT

Genesis of ChatGPT:

2018: GPT (Improving Language Understanding by Generative Pre-Training)
→ Use of the decoder part of a pre-trained and fine-tuned transformer to perform various tasks (117 million parameters).

2019: GPT-2 (Language Models are Unsupervised Multitask Learners)
→ Q/A with a natural language prompt and human-like responses (1.5 billion parameters).

2020: GPT-3 (Language Models are Few-Shot Learners)
→ Improvement of the previous model with a much larger network (175 billion parameters, 96 layers).

2022: ChatGPT & InstructGPT (Training language models to follow instructions with human feedback)
→ Model enhancement using supervised learning and reinforcement learning.

2023: GPT-4
→ Much larger model than its predecessor, multimodal (accepts both images and text as input) (1.8 trillion parameters).
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A word on ChatGPT
Transformers and ChatGPT

Characteristics (February 2025)
● Based on the GPT-4o mini architecture (GPT-4 and GPT-4o for the paid version).
● Training data collected up until October 2023.
● Available in multiple languages (English, French, Spanish, Chinese, etc.).
● Supports text, image, video, and audio as input.
● Output: text, with image, video, and audio being gradually introduced.
● Model sizes:
● GPT-4: 1.8 trillion parameters
● GPT-4o: 200 billion parameters
● GPT-4o mini: 8 billion parameters
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Learning of ChatGPT

In 4 Main Steps
● Unsupervised learning of the underlying GPT-4 model.
● Supervised fine-tuning of ChatGPT on human-written question/answer examples.
● Supervised training of a response evaluation model.
● Reinforcement learning fine-tuning, using the evaluation model to improve ChatGPT’s performance.
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Learning of ChatGPT

Step 0: Unsupervised Learning of the GPT-4 Model
● Objective: Learn syntactic and grammatical structures of language, as well as general knowledge across various domains.
● Data: [Typically includes vast amounts of text from books, articles, websites, and other sources.]

Strategy: Step-by-step prediction of the next word in a sequence of words.
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Learning of ChatGPT

Step 1: Supervised Fine-Tuning of the ChatGPT Model
Objective: Adapt the model to the conversation task.
Data: Human-written dialogue sequences (question/answer examples).
Strategy: Continue training the pre-trained model using these data.

Step 2: Supervised Training of a Response Evaluation Model
Objective: Develop a model capable of evaluating the responses generated by the model—essential for Step 4.
Data: Example questions with multiple model-generated responses, ranked by humans based on quality.
Strategy: Train a neural network using this ranked data.

Step 3: Reinforcement Learning Fine-Tuning of the ChatGPT Model
Objective: Optimize the model.
Data: Example questions.
Strategy:

ChatGPT generates a response for each selected question.
The evaluation model predicts the quality of this response.
This predicted score is used as a reward signal in reinforcement learning (using the Proximal Policy Optimization algorithm) to improve the 
model’s response generation quality.
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Vision Transformers
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Some useful references

● Fidle - Deep Learning Introduction (https://www.fidle.cnrs.fr/w3/) 
● CS231n: Convolutional Neural Networks for Visual Recognition (http://cs231n.stanford.edu)
● Neural Networks and Deep Learning (http://neuralnetworksanddeeplearning.com)
● Deep Learning (http://www.deeplearningbook.org)
● PyTorch (http://pytorch.org)
● Weights & Biases (https://wandb.ai/site/)
● Hugging Face (https://huggingface.co/)

2024-2025 DL Course - Transformers
68

https://www.fidle.cnrs.fr/w3/
http://cs231n.stanford.edu
http://neuralnetworksanddeeplearning.com
http://www.deeplearningbook.org
http://pytorch.org
https://wandb.ai/site/
https://huggingface.co/


36, avenue Guy de Collongue 69130 Écully
www.ec-lyon.fr | @centralelyon


